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Abstract—Oral tissue detection is an important task in many 

image-based computer aided analyses of oral healthcare. By 

detecting the shape of oral tissue in the photographic image, one 

can eliminate other non-essential parts, which can help optimize 

the further processes in the pipeline, for example, oral lesion 

detection, cancer classification, oral tissue segmentation, and 

dental health analyses. Manual labeling of data by humans can be 

inefficient, time-consuming, and error-prone, due to subjectivity, 

intra- and/or inter- observer variability between experts. 

Therefore, in this paper, we aimed to comprehensively evaluate 

deep learning-based models for detecting the oral tissue in various 

perspectives of photographic images. We studied four different 

state-of-the-art object detection models including Faster R-CNN, 

RetinaNet, SSD, and YOLOv5. Our models provided good results 

in the oral tissue detection application, with the Intersection over 

Union (IoU) over 90 % and F1-Score over 97%. We found that 

the Faster R-CNN with ResNet50 backbone and RetinaNet with 

ResNet50 backbone were the most accurate models in detecting 

objects. Alternatively, Faster R-CNN with MobileNetV3 

backbone and SSD with VGG16 backbone were the best models 

in terms of processing speed, making them well-suited for 

handling large datasets. We hope that our findings here 

contribute to the improvement of the image-based oral healthcare 

analysis system in the future. 

Keywords— Compute Vision, Deep Learning, Dentistry, 

Image Processing, Oral Tissue Detection, Object Detection, Oral 

Cavity, Photographic image 

I. INTRODUCTION  

Oral disease is among the most prevalent diseases globall
y. According to the World Health Organization (WHO), 
around 3.5 billion people, or 50% of the world's population, 
suffered from oral diseases in 2022 [1]. Common oral diseases 
include tooth decay, gingivitis, and oral cancer, which can be 

detected early through regular checkups. Failure to seek 
timely treatment for oral diseases can result in damage to 
the oral organs or even death. For instance, gingivitis can lead 
to tooth loss if left untreated in its advanced stages. Late 
treatment of oral diseases can also escalate treatment costs and 
the overall burden of disease management. 

Deep learning technology has been widely used in clinics 
and research. Several studies have utilized the technology in 
the early detection of oral diseases, especially in photographic 
images of oral tissue. The images might include abnormalities 
such as oral potentially malignant disorders (OPMD) [2, 3] oral 
squamous cell carcinoma (OSCC) [4, 5], dental carries [6], and 
other lesions [7]. The technology can assist dental experts to 
analyze the images if they have any abnormality. This 
telemedical feature can help people who live in rural areas with 
limited access to oral healthcare.  

However, in some studies, it was found that deep learning 
models had difficulties in searching for objects of interest such 
as oral lesions in the images. R. A. Welikala et al. developed an 
application called MeMoSa, which enabled dental professional
s to analyze oral tissue images to see if there is any sign of the 
early stage of the oral cancers or not. The application 
incoporated artificial intelligence (AI) models for detecting and  
classifying the lesions. Although the model's performance was 
satisfactory for binary classification of oral lesions (any lesion 
or no?), but it fell short in detecting and multi-classifying 
different types of oral lesions [8]. G. Tanriver et al. [2] gave 
some opinions that the failure of the algorithm was largely due 
to the model training using the whole images instead of using 
smaller images or the regions of interest. To fix the problem, G. 
Tanriver cropped the areas of interest before training, which 
significantly improved the results. 



 
 
 

Considering the issues observed in the previous studies, we 
anticipate similar challenges in our datasets. Dental experts in 
our research group routinely took photographic images of 
patients for oral health examination. They needed a system to 
assist their diagnosis in the oral health checkup or lesion 
analysis. However, the full images may not be suitable for 
further processing because they include irrelevant objects 
including patients’ cloth, nose, doctor hands, dental equipment, 
etc. (Fig. 1). These objects are not of interest and irrelevant. If 
one leave them in the image for an AI system to consider during 
the oral analysis processing, they may cause errors in the results 
as reviewed previously. 

The human effort to manually remove these objects in a 
large dataset of images is not efficient. Subjectivity, 
intraoperability, and interoperability significantly contribute to 
errors in the results created by human experts. Also, the manual 
labeling tasks are quite time-consuming, tedious, and 
expensive. Therefore, an automatic system for oral tissue region 
detection in photographic images is needed. 

Mouth detection has been explored in past research, where 
most of these studies focus on detecting the mouth from a 
photograph that captures the entire face of the person, which is 
then analyzed further for various purposes such as classifying 
the person's emotions or detecting drowsiness while driving. An 
example of the studies is B. Reddy et al. [9], where a deep 
neural network-based model was proposed for detecting 
drowsiness in face images. The model consists of two steps: (1) 
face and landmarks detection, and (2) drowsiness classification. 
Most of the studies analyzed the entire person’s face for 
determining emotions or behaviors. However, they did not 
focus on anatomical details of the oral cavity for the diagnostic 
purposes. 

Therefore, in this paper, we propose a study to 
comprehensively evaluate the possibility of using deep learning 
models to detect an oral tissue region in photographic images 
for clinical purposes. 

II. ORAL TISSUE DETECTION MODELS 

 Object detection is a computer vision task that uses deep 
learning models to identify and detect objects in photos or 
videos and is currently receiving a lot of attention. More than 
3,000 papers were published on the topic in 2021. Object 
detection models can analyze an image to determine the 
location of a specific object and classify its type. These models 
are widely used in applications such as autonomous driving 
and traffic violation detection [10]. We will use object 
detection models to detect the shape of oral tissue in 
photographic images for clinical purposes. 

 The following sections describe in detail the models we 
used in the study. These models include Faster R-CNN, 

RetinaNet, SSD , and YOLO, which are commonly used in oral 
tissue analysis [2, 5, 6, 8] and other medical imaging 
applications [11, 12]. Again, these models have been published 
in more than 20,000 research papers. 
A. Faster R-CNN 

The Faster R-CNN algorithm is widely used in the field of 
computer vision for detecting objects. It was developed in 2015 
by S. Ren et al. [13]. The architecture of the model has been 
developed based on previously developed R-CNN and Fast R-
CNN models. There are three parts of the model that have 
important functions: a deep convolutional neural network 
(CNN) encoding part, Region Proposal Network (RPN) part, 
and Region-based Convolutional Neural Network (RCNN) 
part. The first part is the CNN model (sometimes called a 
backbone), which is responsible for generating feature maps 
encoding the spatial information at different scales of the input 
images. The second part is the RPN model, a crucial component 
used to propose regions likely to contain objects as bounding 
boxes. This allows the model to focus on a smaller set of 
candidate regions instead of exhaustively considering all 
possible image locations, significantly reducing computation 
time and making object detection more efficient. The last part 
is the RCNN model, designed to perform object detection in 
images. RCNN accurately localizes and classifies objects 
within an image by utilizing a combination of region proposals 
and deep convolutional neural networks. Due to its nature as a 
two-stage detection model with the additional RPN 
architecture, the model may exhibit superior performance as 
compared to other models, but that may cost with longer 
processing time [14]. However, the processing time usually 
depends on the size of the backbone.   

B. RetinaNet 

RetinaNet is a deep learning-based object detection model 
that was introduced by T.Y. Lin et al. in 2017 [15]. Detecting 
small objects in images can be a difficult task for traditional 
object detection models. In response, RetinaNet was designed 
to specifically address this problem. By leveraging Feature 
Pyramid Networks (FPN) and a new loss function known as 
Focal Loss, the RetinaNet model is able to significantly 
improve the accuracy of small object detection. This has made 
it a popular choice for various object detection applications in 
computer vision. The RetinaNet architecture consists of a 
backbone that extracts important image features and delivers 
semantic information at each layer to FPN. The FPN then 
extracts features from an input image at different scales. It 
applies a classification and regression subnetwork to each 
level of the feature pyramid to predict the presence of objects 
and their bounding boxes. Focal Loss tackles the issue of class 
imbalance in object detection, where the majority of image 
regions are non-object areas. It accomplishes this by assigning 
lower weights to correctly classified examples and prioritizing 
hard-to-classify examples during training. As a result, the 
model becomes more adept at handling challenging scenarios 
and exhibits improved detection performance, especially for 
small objects. 

C. Single Shot MultiBox Detector (SSD) 

SSD is a single-stage object detection model that was 
developed in 2016 by W. Liu et al. [16]. SSD is designed for 
real-time object detections such as self-driving vehicles, 
fire surveillance detection, oyster mushroom picking robot 
[17-19]. It is effective at detecting multiple objects in an image 

Fig. 1. Oral tissue images. The green box represents an area of interest 
for diagnosing oral disease. Any image contents outside the box is not an 
area of interest and should be disregarded for further processing. 



 
 
 

in a single pass, making it faster than many other object 
detection algorithms [20]. Additionally, the implementation of 
multi-reference and multi-resolution detection techniques in 
SSD significantly improves the detection accuracy of a one-
stage detector, especially for smaller objects [10]. The model 
has three main parts: Feature Extraction, Detection Head, and 
Non-Maximum Suppression. During the Feature Extraction 
stage, selective searches are conducted to identify object edges 
within the input image. Subsequently, the extracted features 
are mapped to the Detection Head for further processing. The 
Detection Head predicts bounding box coordinates, object 
classes, and confidence scores for each identified object. SSD 
uses a set of pre-defined default anchor boxes at different 
scales on multiple feature maps. These feature maps are 
derived from various layers in the network and allow the model 
to detect objects of different sizes effectively. The use of multi-
scale feature maps enables SSD to handle objects of various 
scales in a single forward pass. The Non-Maximum 
Suppression algorithm then removes bounding boxes that are 
less likely to represent objects of interest based on the 
predicted scores. 

D. You Only Look Once (YOLO) 

YOLO is another well-known object detector model, 
especially for its processing speed. YOLO was originally 
developed by J. Redmon et al. [21]. but has been further 
developed into several versions by many groups [22-24]. It 
consists of three main components: the backbone network, the 
neck, and the head. The backbone network extracts important 

features from the input image to be used for detection. YOLOv5 
introduces a new backbone network architecture called 
CSPDarknet53, which stands for Cross-Stage Partial Networks 
Darknet53. This novel backbone design improves the flow of 
information and enhances feature representation, contributing 
to better detection performance. The CSPDarknet53 backbone 
was inspired by previous works on Cross-Stage Aggregation in 
image classification tasks, making it more effective for object 
detection. The model neck extracts feature pyramids, helping 
the model in detecting objects of different sizes and scales 
effectively. The final operations of the model are carried out by 
the model head, which applies anchor boxes to feature maps and 
produces the ultimate output consisting of object classes, 
objectness scores, and bounding boxes. YOLO takes a distinct 
approach compared to two-stage detectors (such as Faster-
RCNN) employing a single neural network across the full 
image. This network divides the image into regions and 
concurrently predicts bounding boxes and probabilities for each 
region. Despite its significant improvement in detection speed, 
YOLO experiences a decrease in accuracy when identifying 
locations, particularly when compared to two-stage detectors 
and especially for smaller objects [10]. 

III. EXPERIMENT 

The aim of this work is to compare the performance of 
multiple detection models in locating a oral tissue in 
photographic images. The experimental steps are in the 
flowchart (Fig. 2). 

A. Image Acquisition and Description 

Dentists were the ones who collected the data. Patients were 
asked to sit on a chair. The dentists took images by capturing 
the patient oral tissue at 8 standard views. These include (1) 
Buccal Mucosa view, (2) Dorsal and Lateral Tongue view, (3) 
Floor of  Mouth view, (4) Gingiva view, (5) Hard and Soft 
palate view, (6) Lips view, (7) Retromolar Pad view, and (8) 
Ventral Tongue view. There were 1,200 images in the dataset. 
The image data had a size ranging from 2,100 × 1,640 pixels to 
4,032 × 3,024 pixels. 

In this study, we used the secondary data that were collected 
in the previous works [4]. The data are kept at the Faculty of 
Dentistry, Thammasat University, and Intercountry Centre for 
Oral Health, Ministry of Public Health, Thailand. The study 
was endorsed by the ethics review committee of Thammasat 
University and was conducted in accordance with the principles 
of the Declaration of Helsinki. Since the images were fully 
anonymized and the study was retrospective, informed consent 
was not required. 

B. Data Preparation 

Ground truth was created by experts. All images were 
examined by the experts to identify the oral tissue location. 
Then, they placed a bounding box surrounding the organ, as 

 
Fig. 3. Selected bounding box with highest confident. blue = grouth truth 

 
Fig. 2. Flowchart of the oral tissue detection experiment 



 
 
 

shown in Fig. 1. The tool used in this step was a web application 
called Labelbox.com [25]. All images including ground truth 
were resized to 640 × 640 pixels. 

 To determine the robustness of our training method, we 
performed 4-fold cross-validation and measured performance 

variability (standard deviation). Our dataset was divided into 
four subsets, with each subset being equally divided into 
training and test data. We performed cross-validation using the 
stratified approach to ensure that the ratio of anatomical views 
was maintained during the splitting process. 

TABLE I.  PERFORMANCE OF DEEP LEARNING MODELS 

Model 

(Backbone) 
Precision (%) Recall (%) F1-Score (%) IoU (%) Parameter (M) 

Average Processing Time 

(millisecond per image) 

Faster R-CNN 

(MobileNetV3) 
99.75 ± 0.32 99.75 ± 0.32 99.75 ± 0.32 91.19 ± 0.77 19.40 20.09 

Faster R-CNN 

(ResNet50) 
100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 93.53 ± 0.29 41.80 132.33 

RetinaNet 

(ResNet50) 
100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 93.40 ± 0.61 38.20 80.59 

SSD 

(VGG16) 
100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 91.74 ± 0.82 35.60 13.31 

YOLOv5 

(CSPDarknet) 
99.65 ± 0.18 95.67 ± 1.25 97.62 ± 0.72 90.73 ± 2.54 46.50 20.48 

The numbers represent mean ± standard deviation across 4-fold cross-validation. 

 

 
 

 
 

 

Fig. 4. Model detection results in three different anatomical views. In this example, buccal mucosa view (first row), dorsal and lateral tongue view (middle 
row), and lip view (last row) were tested. The images in columns (a-d) show the true positive results in different models: (a) Faster R-CNN, (b) RetinaNet, (c) 
SSD, and (d) Yolov5. The green box is prediction bounding box and the blue box is ground truth bounding box. 



 
 
 

The dataset was divided into three sets: a training set, a 
validation set, and a testing set, consisting of 750 images 
(62.5%), 150 images (12.5%), and 300 images (25%) 
respectively. The training set was used to train the detection 
model. The validation set was used as a stopping criterion of the 
model to prevent the model overfit. The testing set was used to 
evaluate the model’s performance. 

C. Deep Learning Models  

We used four famous object detection models in this study. 
These are state-of-the-art deep learning models that have been 
extensively used in many biomedical applications [13, 15, 16, 
22]. The models were Faster R-CNN, RetinaNet, SSD, and 
YOLOv5.  

 We downloaded pretrained Faster R-CNN, RetinaNet, 
and SSD models from the PyTorch library for our experiments 
[26]. For the Faster R-CNN experiments, we used two types 
of pretrained backbones (encoding modules): ResNet50 and 
MobileNetV3. For RetinaNet, we used ResNet50 as the 
backbone. For SSD, we used VGG16 as the backbone. These 
backbones were pretrained using 330 thousands of images in 
the COCO val2017 public dataset [27].  Yolov5 model 
(Yolov5l) was downloaded from the Ultralytics official 
website (https://github.com/ultralytics/yolov5). The Yolov5 
backbone architecture was CSPDarknet53, which again 
pretrained with the COCO dataset. 

D. Training setup 

To train deep learning models to detect a oral tissue in the 
images, we used the stochastic gradient descent optimizer with 
the following hyper-parameters: Number of maximum epoch 
was 1000, batch size of 16, learning rate of  0.01, momentum 
rate of 0.9, and weight decay of 0.0005. Except for the SSD 
model, the learning rate is 0.0001. 

During training, the model performed inter-train 
augmentation by applying the following image adjustments: a 
horizontal flip with a 0.5 percent chance, a random vertical flip 
with a 0.5 percent chance, scaling with a size range of (-0.2, 0.2) 
gain, and shifting the Hue Saturation Value using the 
parameters (0.0015, 0.4, 0.2), respectively. In this section, we 
optimize the image data using the Python library 
Albumentations version 1.3.0 and OpenCV version 4.7.0.68. 

We use early stopping to check if our model is learning 
optimally. During the training phase, we use a validation set to 
test the model's performance in each epoch. If the validation set 
loss does not decrease for 50 epochs, we stop training the model 
because it is assumed that our model has already learned the 
best it can. 

E. Post Processing 

A single image contains only one oral tissue. When utilizing 
the detection model, multiple bounding boxes may be 
identified. However, our images contained only one oral tissue 
per image. Therefore, we perform a post-processing step by 
selecting the most confident bounding box given by the model 
(Fig.3). 

F. Performance Evaluation 

To measure the performance of the models, we used the 
testing set that was prepared previously. Usually, an object 
detection model is evaluated using four standard key metrics: 
intersection over union (IoU), precision, recall, and F1-score. 

 the Intersection over Union is defined using the following 
equation: 

 IoU = 
A∩B

A∪B
 (1) 

where A is prediction bounding box and B is ground truth 
bounding box. The number ranges from 0.0 – 1.0 where 1.0 
indicates the perfect match between the bounding boxes and 0.0 
indicates absolutely no matching between the two. In this study, 
we define that if the bounding boxes have an IoU below 0.5, it 
also indicates no matching.  

For other metrics, we need to measure the following 
quantities: 

• True Positive (TP):  the number of bounding boxes in 
the prediction that match the corresponding bounding 
boxes in the ground truth with IoU greater than or equal 
to 0.5. 

• False Positive (FP): the number of bounding boxes in 
the prediction that match the corresponding bounding 
boxes in the ground truth but with IoU less than 0.5 (or 
do not match). 

• False Negative (FN): the number of bounding boxes in 
the ground truth that match the corresponding 
bounding boxes in the prediction but with IoU less than 
0.5 (or do not match). 

Thus, Precision, Recall, and F1-Score equations are: 

  Precision = 
TP

TP+FP
  (2) 

 Recall = 
TP

TP+FN
 (3) 

 F1-Score = 2 * 
Precision * Recall

Precision + Recall
 (4) 

G. Workstation and Development Platform 

The model was implemented/trained/run on a workstation 
named Deep Server, configured as follows: CPU Intel(R) 
Xeon(R) Gold 5218 CPU @ 2.30GHz, NVIDIA Quadro RTX 
8000 48Gb × 2 cards, CUDA version 12.0, with Ubuntu 20.04.5 
LTS operating system. The development platform was Python 
version 3.8.11, and PyTorch ver. 1.12.1. 

IV. RESULT AND DISCUSSION 

The results show that oral tissue can effectively be recogni
zed in the photographic images in all models. We evaluated four 
state-of-the-art object detection models: Faster R-CNN, 
RetinaNet, SSD, and YOLOv5 to perform the task. The 
qualitative results are shown in Fig. 4 and the quantitative 
results are shown Table 1. 

We found that Faster R-CNN with the pretrained ResNet50 
backbone yielded the highest IoU value of 93.53%, indicating 
that the model has predicted bounding boxes with the highest 
degree of overlap with the ground truth bounding boxes. It also 
achieved quite an ideal value F1-score of 100.00%, which 
suggests that the model is performing well in terms of detecting 
positive instances. Regardless of the good performance, it 
comes at the cost of prediction time, which seems to be slower 
than other models (10 times slower than the best one). We 
believe this was due to a high number of parameters (41.80 
million). Interestingly, by changing the backbone to a smaller 
model, MobileNetV3, the prediction time was improved by 6 
folds. However, the performance slightly decreased to 91.19% 
and 99.75% in terms of IoU and F1-score respectively. Notice 



 
 
 

that the number of trainable parameters decreased from 41.80 
million to 19.40 million for ResNet50 and MobileNetV3, 
respectively. 

Both RetinaNet model (with ResNet50 backbone) and SSD 
model (with VGG16 backbone) performed well in terms of the 
detection performance (Table 1). The SSD model seems to 
perform best in terms of processing time, regardless of the 
relatively high number of parameters. The RetinaNet, SSD, and 
Faster R-CNN+ResNet50 models delivered a perfect score of 
F1-score. The reasons might be that all test images contained a 
well-defined oral tissue shape, reasonable zoom and 
orientation, minimal blur, and with sufficient light. Importantly, 
we considered that any overlap between prediction mask and 
the ground truth above 50% were treated as true positive.  

Although the YOLOv5 model performed the oral tissue 
recognition task with an impressive processing time (20.48 ms 
per image), it did not perform relatively well under other 
metrics. The measured recall and IoU score were 95.67% and 
90.73%, respectively. The failures of YOLOv5 are also 
illustrated in Fig. 5. 

V. CONCLUSION 

Recently, oral tissue image analysis using deep learning 
technology has been widely used in oral health care 
applications. However, most oral tissue images contain parts 
that are not relevant to the diagnosis, such patients’ cloth, nose, 
doctor hands, dental equipment, which are outside the mouth. 
By leaving these components in the images, further processing 
may fail to recognize the potential lesions in the oral cavity. To 
address this issue, our model will help to automatically reduce 
the region of interest to focus only on the oral tissue area from 
the whole oral tissue image, as shown in Figure 1. 

We evaluated four state-of-the-art deep learning models to 
find a cavity area in the image. We observe that in terms of 
detection performance, Faster R-CNN+ResNet50 and 

RetinaNet+ResNet50 models outperformed other models. In 
terms of the prediction speed, we discover that Faster R-
CNN+MobileNetv3 and SSD+VGG16 model were the 
dominated ones. Regarding the YOLOv5, we think that the 
model may not be suitable for our application as they missed 
oral tissue in many instances whereas other models could do 
(Fig. 5). Also, we see that the YOLOv5 training produced an 
unstable model as observed in a relatively high standard 
deviation (Table 1). 

In conclusion, this research presented a comprehensive 
study utilizing deep learning technology to recognize an oral 
tissue in a photographic image for the first time. With this 
knowledge, one can automate the oral tissue cropping process 
without relying on laborious human efforts. We believe that the 
subsequent oral healthcare analysis such as oral lesion 
detection, oral disease classification, tooth health evaluation, 
and others, will surely benefit from our work. 
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Fig. 5. YOLOv5 model tended to miss oral tissue in our dataset whiles other models did not. False negatives of the YOLOv5 (column (a)) are shown in two 
examples (top row and bottom row) where other model such as Faster R-CNN with MobileNetV3 (column (b)) and SSD with VGG16 (column (d)) provided 
a relatively good detections. 
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